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Summary. Object recognition is one of the heated topics discussed in the computer vision, 
which is a field of artificial intelligence. The skeleton has been proved as a compact and in-
tuitive descriptor that facilitates object recognition. In this paper, the key processes of the ob-
ject recognition based on skeleton will been presented. 

Suppose there is an original grayscale image and there is a library that consists of a lot 
of distinct skeletons that are ready for comparison. The idea of object recognition based on 
the skeleton is very simple, transferring input images to a stable skeleton and comparing it 
with the library, and finding the most similar skeleton, and then you can recognize the object 
in the image. The key algorithm used in this process is including image segmentation, image 
binarization, skeletonization, skeleton pruning and skeleton matching. 

The function of image segmentation (image binarization) is to filter out the background and 
highlight the interesting object. The input of this procedure is the grayscale image, the output of 
this procedure is a binary image, in which the white pixels constitute the interesting object. In the 
past, the watershed algorithm [1] and region growing [2] are always used to extract the fore-
ground image. In the recent year, semantic segmentation [3] that based on the neural network are 
attracted a lot of attention, however this method is supervised learning method, so it requires a lot 
of marked training date. Otsu method [4] is based on cluster idea so it is more convenient to use. 

The next step is to conduct skeletonization algorithm to extract the skeleton from the 
white pixels. The foundation of skeletonization was originally introduced by Blum [5] 
through an analogy with grassfires. Skeletonization methods can be divided into three major 
approaches, geometric, curve propagation and digital approaches [6]. These methods have 
different properties. However, a good skeletonization algorithm should have the following 
important properties: the skeleton results must be one pixel thick; the skeleton results must 
approximate the medial axis of the original image; the thin curves and endpoints of the origi-
nal image must be preserved; the connectivity of the original image must be preserved; the 
parallel speed should be as fast as possible; and slight noise appearing near the boundary 
should not greatly affect the resulting skeleton. As a result, when we choose a skeletonization, 
we need to take it into consideration. 

The technique of skeleton pruning is generally deployed after the skeletonization of the 
binary image for filtering unwanted branches caused by the boundary noise, which is a vital 
pre-processing method before analysis and recognition of the skeleton. It is still a challenging 
task since there are no standard measurements for distinct noise branches and original struc-
tural branches. In the past decade, there are many approaches based on different perspectives 
have emerged for trying to tackle this problem. Pruning methods based on DCE [7] and prun-
ing based with bending potential ratio [8] are recommended for use.  

The last step is to compare our clean and stable skeleton with the one store in the li-
brary. However, this last step is also very challenging, many methods have been proposed by 
people. Some of them are based on attributed relation graph such as shock graph [9]. others 
are based on hierarchy graph.  

However, in my opinion, the method based on a similar path [10] that proposed by Bai 
is good to use. 

Till now, we have briefly introduced each key step in object recognition based on 
skeleton and recommend some famous and useful methods for implementing. The next fig-
ure has shown the overall structure in which includes all the necessary steps. (we take a 
horse as an example). 
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Fig.1. The whole procedure to recognize a horse 

Reference 
1. Shafarenko, L., Petrou, M., & Kittler, J. (1997). Automatic watershed segmentation of

randomly textured color images. IEEE transactions on Image Processing, 6(11), 1530−1544. 
2. Tremeau, A., & Borel, N. (1997). A region growing and merging algorithm to color

segmentation. Pattern recognition, 30(7), 1191−1203. 
3. Wang, P., Chen, P., Yuan, Y., Liu, D., Huang, Z., Hou, X., & Cottrell, G. Under-

standing convolution for semantic segmentation. In 2018 IEEE winter conference on applica-
tions of computer vision (WACV) (pp. 1451−1460). IEEE. 

4. Otsu, N. (1979). A threshold selection method from gray-level histograms. IEEE
transactions on systems, man, and cybernetics, 9(1), 62−66. 

5. Blum, H. (1962). An associative machine for dealing with the visual field and some
of its biological implications. In Biological prototypes and synthetic systems (pp. 244−260). 
Springer, Boston, MA. 

6. Saha, P. K., Borgefors, G., & di Baja, G. S. (2016). A survey on skeletonization algo-
rithms and their applications. Pattern recognition letters, 76, 3−12. 

7. Bai, X., Latecki, L. J., & Liu, W. Y. (2007). Skeleton pruning by contour partitioning
with discrete curve evolution. IEEE transactions on pattern analysis and machine intelligence, 
29(3), 449−462. 

8. Shen, W., Bai, X., Hu, R., Wang, H., & Latecki, L. J. (2011). Skeleton growing and
pruning with bending potential ratio. Pattern Recognition, 44(2), 196−209. 

9. Siddiqi, K., Shokoufandeh, A., Dickinson, S. J., & Zucker, S. W. (1999). Shock
graphs and shape matching. International Journal of Computer Vision, 35(1), 13−32. 

10. Bai, X., & Latecki, L. J. (2008). Path similarity skeleton graph matching. IEEE
transactions on pattern analysis and machine intelligence, 30(7), 1282−1292. 

Input Image Binary Image
Skeleton Image 

(without pruning)

Skeleton Image 
(After pruning)

Skeleton graph

Image Segment 
Image Binarization Skeletonization

Skeleton pruning

Convert to model

Skeleton Recognition 

This is a horse


