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OCHOBE MHUHEpaJIbHBIX W TEXHOTCHHBIX pecypcoB Y30ekucraHa. [lomydeHHbIC
MaTepualibl PEeKOMEHIYETCS MPU CTPOUTEIHCTBE HUHAMBUIYAIbHBIX JOMOB H
KaTeKEN.
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Abstract-In this paper, we overview the Support Vector Machine learning
algorithm. Moreover, we are considered the applications in which is used
Support Vector Machine learning algorithm.
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Support Vector Machine (SVM) is a supervised machine learning
algorithm capable of performing classification, regression and even outlier
detection. The linear SVM classifier works by drawing a straight line between
two classes. All the data points that fall on one side of the line will be labeled as
one class and all the points that fall on the other side will be labeled as the
second. Sounds simple enough, but there’s an infinite amount of lines to choose
from. This is where the SVM algorithm comes in to use in order to determine
know which line will do the best job of classifying the data. The SVM algorithm
which is illustrated in figure 1 will select a line that not only separates the two
classes but stays as far away from the closest samples as possible. In fact, the
“support vector” in “support vector machine” refers to two position vectors
drawn from the origin to the points which dictate the decision boundary.

We can show following as advantages of applying SVM for controlling
chaotic systems.

. Allows use of relatively small parameter algorithms to redirect a
chaotic system to the target.

. Reduces waiting time for chaotic systems.

. Maintains the performance of systems.
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Figure-1. Below we widely overview each application in which is using
SVM algorithm.

SVM is used in the based GPC to control chaotic dynamics with useful
parameters. It provides excellent performance in controlling the systems. The
system follows chaotic dynamics with respect to the local stabilization of the
target.

SVMs is using for geo (spatial) and spatiotemporal environmental data
analysis and modeling series.

Moreover, we can also use SVMs to recognize hand-written characters
that use for data entry and validating signatures on documents.

Protein remote homology detection is a key problem in computational
biology. Supervised learning algorithmson SVMs are one of the most
effective methods for remote homology detection. The performance of these
methods depends on how the protein sequences modeled. The method used to
compute the kernel function between them.

In the field of computational biology, the protein remote homology
detection is a common problem. The most effective method to solve this
problem is using SVM. In last few years, SVM algorithms have Dbeen
extensively applied for protein remote homology detection. These algorithms
have been widely used for identifying among biological sequences. E.g.
classification of genes, patients on the basis of their genes, and many other
biological problems.

SVMs can classify images with higher search accuracy. Its accuracy is
higher than traditional query-based refinement schemes.

SVM allows text and hypertext categorization for both types of models;
inductive and transductive. It uses training data to classify documents into
different categories such as news articles, e-mails, and web pages

131


https://data-flair.training/blogs/data-analytics-comprehensive-guide/
https://data-flair.training/blogs/data-analytics-comprehensive-guide/

CEKIIHUA 3. AkTyajbHbIe P00JeMbl HHPOPMAIUOHHBIX TEXHOJIOTUI U
aBTOMATH3AIUN

It classifies the parts of the image as face and non-face. It contains
training data of n x n pixels with a two-class face (+1) and non-face (-1). Then it
extracts features from each pixel as face or non-face. Creates a square boundary
around faces on the basis of pixel brightness and classifies each image by using
the same process.

We conclude that the SVMs can not only make the reliable prediction but
also can reduce redundant information. The SVMs also obtained results
comparable with those obtained by other approaches.
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IMPOI'PAMMHBIE CPEACTBA HHTEHCHUBHOI'O PACYHETA
IMPOI'HO3UPOBAHMUS COCTOSIHUA BO3I[YIIIHOI71 CPEbI
IMYTEM WEB HUHTEPIIPETAIIUMN.
K. P. Py3amaroB
Tawxkenmckutl 20Cy0apCcmeeHHblll MeXHUYeCKUll YHusepcumem
E-mail: ruzmetov@rambler.ru
AnHoTamus: Pa3zpaboTaHo mporpaMMHO-aIropuTMUYEcKoe obecreueHne

JUIsL. MHTEPIIOJIMPOBAHUS JIaHHBIX O 3arpsi3HEHUU aTMOCQEpbI, MOJy4YaeMbIX B
peXKUME peaJbHOr0 BPEMEHU CO CTAlMOHAPHBIX M MOOWIBHBIX CTAaHIIMM
KOHTpOJIs. IHTeprionupyromas MoIeap CTPOUTCS HAa OCHOBE KOMIIBIOTEPHOU
MaTPUYHOMN ceTH 0a30BBIX byHKIUA. IIpencraBnena CTpyKTypa
WCIIOJIb30BaHHOM  MOJEIHMPOBAHHOW  ceT Marpunbl. Onucan  Mmopsaok
HAaCTpOMKM ¥  OOy4eHHMs] CeTM C LEeJbl0  TOJy4YeHUs pe3yJIbTaToB,
coaeprKaImx HAauMEHBIITYIO OLLINOKY pacuéra. Pesymnbpratsl
WHTEPIOJUPOBAHUS MPEACTABISAIOTCS KOHEYHOMY IIOJIb30BATENI0 B BHJE
NOJIEW pACNpENeNIeHUs] HMHJEKCa KadecTBa BO3JyXa Ha KapTe MECTHOCTH.
CdopMynupoBaHbl OrpaHUYEHUS U TPEUMYIIECTBA OMUCAHHOTO MPOrPAMMHOIO
oOecriedeHus U HarpaBJIeHUs TalbHEUIINX UCCIeI0BaHUI U pa3paboToK.
KuroueBble ci10Ba: MHTEIIEKTyalbHbIE TaTYUKH, MPOrpPaMMHOE OOecreyeHus,
pernoHsl XOpe3MCKOl 00JacTh, METpOJIOTHYecKass H3MEpPEHUs JaT4YUKOB,
00001IIeHNsI CYIIIECTBYIOIINX JTAHHBIX U aHATU30B 10 0a3 TaHHBIX.

3amaya OIIEHKM S3KOJOTHYECKOW OOCTAaHOBKH CTOMT AOCTATOYHO OCTPO
JUISL KPYIHBIX MECTax C BBICOKMM YPOBHEM HMHTEHCHBHOCTH IIOTOKOB
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