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Finding shortest and longest paths in graphs [1-8] solves optimization problems
in many application domains. Based on the classical Floyd-Warshall algorithm
(FW) [9], the blocked Floyd-Warshall Algorithm 1 (BFW) was developed in works
[10-19] by means of decomposing the matrix D[NxN] of shortest path distances in a
weighted graph into the matrix B[MxM] of blocks B, ,[SxS], where N is the number
of graph vertices, S is the block size, M=N/S, and v,u=0...M-1. In BFW, all
blocks are calculated by the universal Algorithm 2 (BCA), which is in fact FW with
three input blocks B!, B2 and B3and one output block B. In BFW, there are four calls
of BCA with different arguments. In the DO call, all three arguments are copies of the
same block B . In the C1 call, two arguments are copies of block By, and one ar-
gument is block By, m. In the C2 call, two arguments are copies of block By, and one
argument is block Bn . In the P3 call, all arguments are unique blocks B, ., Byn and
Bmu. In the calls, BCA consumes different input data of different overall size. There-
fore. we develop a unique algorithm for each call, which replaces BCA during the
BFW execution. We refer to such a modification of BFW as a heterogeneous blocked
shortest paths algorithm, briefly HET.

Tab. 1 describes storage consumption per iteration of the loop along k, and the
overall storage consumption over all loop iterations. Here we assume that all ele-
ments of block B! are processed within each iteration, block B? is accessed within
each iteration row by row, and block B? is accessed within each iteration column by
column. BCA consumes the amount S® of storage while calculating the DO and con-
sumes the amount S3 + 252 of storage overalls while calculating the P3 block.

Algorithm 1: Blocked Floyd-Warshall (BFW)

Input: A number N of graph vertices
Input: A matrix W[NxN] of graph edge weights
Input: A size S of block
Output: A blocked matrix B[MxM] of path distances
B«WM <« N/S
form « 0 toM-1 do
Bm,m™*«BCA(Bmm, Bmm, Bm,m) // DO
forv < 0 toM-1 do
ifv=mthen
Bvm™*1«BCA(Bv,m, Bvm, Bmm) Il C1
Bmy"*1«BCA(Bm.v, Bmm, Bmy) /Il C2
forv < 0 toM-1 do
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if v m then
foru « 0 toM-1 do
if u=m then

Bv,u(—BCA(Bv,u, Bv,m, Bm,u)
returnB

11 P3

Algorithm 2:Block calculation (BCA)

Input:S is size of block

Input:B?, B2, B® are input blocks
Output:B! is recalculated block

fork < 0toS-1do
fori<~0toS-1do
forj <« 0toS-1do

sum<«b?ik + b;
ifb% >sumthenb? j«—sum;

returnB?!

Table 1 — Storage consumption by four types of blocks

Block type

Per iteration of loop along k

Input B!

Input B2

Input B3

Over all iterations

DO

SS

C1

$3+5?

C2

S

$3 + &

P3

S

S
S

S3 + 282

Calculating diagonal block. Our new algorithm DO_A calculates block B! in
stepwise manner while adding vertices to a graph and adding row k and column k to

matrix B*. Fig. 1 illustrates the transition from matrix B'(k — 1) to matrix B!(k) in a
loop along k. First, element b is calculated over b%j and thj and element by is cal-
culated over bl and b for i, j =0...k- 1. Second, element b is recalculated over
blik and b for i, j = 0...k — 1. Algorithm 3 completely describes DO_A.
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k

Figure 1 — Calculating diagonal block B(k) over B1(k — 1) — algorithm DO_A
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Algorithm 3: Diagonal block calculation algorithm (D0_A)

Input: A block B!
Input: A size S of block
Output: A recalculated block B!
fork < 0 toS - 1 do
fori < 0 tok-1do
forj <~ 0tok - 1 do
so<—bljj + bljifblik>sothenblike—so
s1<bli + bljjifblk>sithenblije—s:
fori < 0tok-1do
forj <~ 0tok - 1 do
So<—blik + blyjifbli>s thenblj<s;
returnB!

Calculating vertical block of cross. Our new algorithm C1_A calculates block B!
over block B in stepwise manner while adding a vertex to a graph and adding a col-
umn k to matrix B*. Fig. 2 illustrates the transition from matrix B(k — 1) to matrix
B%(k) in a loop along k. First, element b of B! is calculated over b%; of B! and b3y of
B fori=0...S—1andj=0...k — 1. Second, element b'; of B! is recalculated over

blik of B! and b3 of B® for the same ranges of indices. Algorithm 4 completely de-
scribes C1_A.

0

5
Figure 2 — Calculating vertical block B(k) of cross over B(k-1) — algorithm C1_A
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Algorithm 4: Calculating vertical block of cross (C1_A)

Input: Blocks B and B2
Input: A size S of block
Output: A recalculated block B!
fork <~ 1toS -1 do
fori<0toS-1do
forj <~ 0 tok - 1 do
so<—blj + b3jifblik>sethenbik<—so
fori< 0toS-1do
forj < 0tok-1do
so<—blik + bifbli>s thenblij<s;
returnB!

Calculating horizontal block of cross. The new algorithm C2_A calculates block
B! over block B? in stepwise manner while adding a vertex to a graph and adding a
row k to matrix B*. Fig. 3 illustrates the transition from matrix B*(k — 1) to matrix
B%(k) in a loop along k. First, element b of B! is calculated over b%; of B? and bY;; of
B! fori=0...k — 1 and j=0...S — 1. Second, element b'; of B! is recalculated over
b2 of B? and b of B! for the same ranges of indices. Algorithm 5 completely de-
scribes C2_A.

The algorithms DO_A, C1_A and C2_A are further improved by means of resyn-
chronizing the loops along i and j, merging the loops, and introducing the sequential
reference locality for blocked data due to collecting column elements in one-
dimensional arrays. Algorithms DO_A, C1 A and C2_A have advantages against the
BCA algorithm. They reduce the number of loop iterations in nested loops and ex-
ploit the hierarchical caches efficiently.

Figure 3 — Calculating horizontal block B*(k) of cross over B!(k — 1) — algorithm C2_A

Results. The experiments were carried out on a multi-core processor Intel(R)
Core(TM) i5-6200UCPU @ 2.20 GHz. They aimed for identifying the dependence of
the run-time of the FW, BFW and HET algorithms and the algorithms for calculating
four types of blocks depending on the graph size, block size and number of blocks.
They make it possible to compare the new HET algorithm with the known homoge-
neous blocked BFW algorithm. We used complete graphs with random weights on the
edges, for which the problem of shortest paths is the hardest. Tab. 2 reports the run-
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time of the uniform BCA algorithm that is used by BFW for all types of blocks on ma-
trix B[2x2] of various graph-sizes and various block-sizes. The run-time is close for
all blocks of DO, C1, C2 and P3 types.

Algorithm 5: Calculating horizontal block of cross (C2_A)

Input: Blocks B! and B2
Input: A size S of block
Output: A recalculated block B!
fork <~ 1 toS - 1 do
fori < 0tok-1do
forj <~ 0toS-1do
so<—bi + blijifb>sethenblyj<so
fori <~ 0tok-1do
forj <« 0toS-1do
so<—b2i + blyjifbli>s thenblij«s;
returnB?

When we apply the DO_A, C1_A, C2_A and P3_A algorithms to the same graphs
and blocks, their run-time is different (tab. 3). The fastest algorithm is DO_A, which
yields the speedup of 33.94 % on average over BCA (fig. 4). Algorithms C1_A and
C2_A shows the speedup of 24.59 % and 25.26 % respectively. The slowest P3_A al-
gorithm has shown the speedup of only 2.72 %. We can explain this fact as the graph
extension-based technique has failed to be applied to the blocks of type P3. Fig.e 5
gives a pair-wise comparison of the FW, BFW and HET algorithms on graphs of 2400
vertices depending on the block-size. Algorithm BFW is faster than FW by 5.06 % on
average. The gain of the Het algorithm is from 9.28 % to 25.64 % over FW and is
from 3.57 % to 23.40 % over BFW. Thus, the new DO _A, C1 A, C2 A and P3_A al-
gorithms of block calculation have significantly contributed to the acceleration of the
shortest paths search.

Table 2 — Run-time (ms) of uniform algorithm BCA on all block types of blocked
matrix B[2x2] vs. vertex count N and block size S

N S Mean Min Max Min % Max %
480 240 45.8 43.5 48.5 4.92 6.01
720 360 142.6 140.5 144.5 1.49 1.31
960 480 335.1 332.0 339.5 0.93 1.31
1200 600 657.1 653.5 661.0 0.55 0.59
1440 720 1123.0 1115.0 1130.5 0.71 0.67
1680 840 1804.8 1782.0 1829.0 1.26 1.34
1920 960 2705.9 2684.0 2721.5 0.81 0.58
2160 1080 3865.4 3851.5 3893.5 0.36 0.73
2400 1200 5287.9 5236.0 5334.0 0.98 0.87
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Table 3 — Run-time (ms) of algorithms DO_A, C1 A, C2_A and P3_A on blocked
matrix B[2x2] vs. vertex count N and block size S

N S DO_A ClA C2_A P3 A
480 240 29.0 33.0 325 43.0
720 360 96.0 115.0 108.5 141.0
960 480 227.0 253.0 251.0 330.0
1200 600 438.5 492.0 492.5 647.5
1440 720 751.0 846.0 848.5 1127.5
1680 840 1195.5 1345.0 1329.0 1764.5
1920 960 1838.0 2020.5 1993.0 2644.0
2160 1080 2527.5 2885.5 2837.5 3748.5
2400 1200 3472.5 3958.0 3898.5 5164.0
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Figure 4 — Speedup % of algorithms DO_A, C1_A, C2_A and P3_A over BCA for B[2x2]
vs. block-size 240...1200 in graphs of 480...2400 vertices
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Figure 5 — Speedup (%) of BFW over FW, HET over FW and HET over BFW
on graphs of 2400 vertices vs. block-size
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